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Abstract. Market risk estimation is a challenging and no less important task of all financial institutions, which requires the modeling of portfolio returns. When modeling the portfolio returns, we are interested in modeling both the distributions of individual assets returns and dependency of these marginal distributions. The useful tool for dependency modeling are copula functions. The task of this article is to compare the utilization of various copula functions, specifically Gaussian, Student and some other types of copula functions, for portfolio returns modeling and subsequent VaR estimation. As marginal distributions normal inverse Gaussian model (NIG) and also normal distribution are assumed in the paper. These two marginal distributions both joined by chosen copula functions are backtested on time series of historical returns of portfolios dependent on both stock market indices and foreign exchange rates.
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1 Introduction

Financial risk management is an important part of all financial institutions such as banks and insurance companies. In order to manage the risk well we have to be able to measure the risk soundly. Since the Gaussian model is not suitable for returns modeling, some alternative models for market risk modeling have been tested recently. Rank [13] analyzed various marginal distributions coupled together by copula functions for risk estimation, Alexander and Sheedy [1] assumed Gaussian/Student/GARCH/Empirical models for a simple positions. Also Lévy models are suitable for marginal risk modeling as showed Tichý [15], who assumed a variance gamma model (VG model) and a normal inverse Gaussian model (NIG model) coupled together by elliptical copula functions. As the author showed the VG model and the NIG model provided almost the same results. Hence Kresta and Tichý [9; 10] assumed only the NIG model as it is computationally less costly to evaluate its inverse distribution function which is needed in copula modeling framework.

In this paper we extend the previous researches also on Archimedean copula functions. The goal of the paper is to backtest various elliptical and Archimedean copula functions with marginal distributions in form of the Gaussian normal distribution and the NIG model and to compare the quantity of observed exceptions obtained utilizing this models.

We proceed as follows. First, the normal inverse Gaussian model is characterized. Then the copula functions are defined with the focus on the most important elliptical and Archimedean copula functions. Afterwards the backtesting procedure is introduced and statistical test concerning the results of the backtesting procedure is described. In empirical part of the paper we present the results obtained by utilization of the Gaussian normal distribution and the NIG model coupled together by different copula functions for Value at Risk (VaR) estimation of chosen portfolios.

2 Methodology

In this paper we utilize the copula functions for market risk estimation in terms of VaR. Hence, we assume several distinct risk factors, i.e. a marginal (independent) distributions, for which the NIG model (subsection 2.1) is utilized. These marginal distributions are grouped together by various copula functions (subsection 2.2) and market risk models are formed. These models are backtested on historical data of chosen portfolios of FX rates and equity indices. The backtesting procedure is described in subsection 2.3.
2.1 Normal inverse Gaussian model

The normal inverse Gaussian process belongs to family of Lévy models. The most recent and complete monographs on the theory and application of Lévy models are e.g. [2; 5].

Generally, a Lévy process is a stochastic process, which is zero at origin, its path in time is right-continuous with left limits and its main property is that it is of independent and stationary increments. Another common feature is a so called stochastic continuity. Moreover, the related probability distribution of increments must be infinitely divisible. Concerning the probability distribution the crucial theorem is the Lévy-Khintchine formula:

\[
\Phi(u) = i\mu - \frac{1}{2}\sigma^2 u^2 + \int_{-\infty}^{\infty} \left( \exp(iux) - 1 - iuxI_{|x| < 1} \right) \nu(dx).
\]

For a given infinitely divisible distribution, we can define the triplet of Lévy characteristics,

\[\{\gamma, \sigma^2, \nu(dx)\}.\]

The former two define the drift of the process (deterministic part) and its diffusion. The latter is a Lévy measure. If it can be formulated as \(\nu(dx) = u(x)dx\), it is a Lévy density.

Let \(X\) be a Brownian motion. If we substitute a standard time \(t\) in Brownian motion \(X\),

\[X(t; \mu, \sigma) = \mu t + \sigma Z(t),\]

by a suitable function \(l(t)\) as follows,

\[X(l(t); \theta, \vartheta) = \theta l(t) + \vartheta Z(l(t)) = \theta l(t) + \vartheta e^{l(t)},\]

we get a subordinated Lévy model. Due to the simplicity (tempered stable subordinators with known density functions in the closed form), the most suitable candidates for function \(l(t)\) seem to be either (i) the VG model – the overall process is driven by a gamma process from the gamma distribution or (ii) the NIG model – the subordinator is given by an inverse Gaussian process based on the inverse Gaussian distribution.

In financial literature the NIG model was introduced by Barndorff-Nielsen [3]. Assuming parameters \(\alpha > 0\), \(-\alpha < \beta < \alpha\) and \(\delta > 0\), the NIG model is defined by its characteristic function,

\[\phi_{\text{NIG}}(u; \alpha, \beta, \delta) = \exp \left\{ \delta \sqrt{\alpha^2 - \beta^2} - \delta \sqrt{\alpha^2 - (\beta + iu)^2} \right\},\]

or it can be viewed as a subordinated Lévy model by assuming inverse Gaussian process \(I(t; \nu)\) as \(l(t)\) in (3),

\[X(I(t; \nu); \theta, \vartheta) = \theta I(t; \nu) + \vartheta e^{I(t; \nu)}.\]

The parameters \(\theta, \vartheta\) and \(\nu\) can be calculated from parameters \(\alpha, \beta\) and \(\delta\) (and vice versa) as follows,

\[\theta = \frac{\delta \beta}{\sqrt{\alpha^2 - \beta^2}}, \quad \vartheta = \frac{\delta \sqrt{\alpha^2 - \beta^2}}{\sqrt{\alpha^2 - \beta^2}}, \quad \nu = \frac{1}{\delta \sqrt{\alpha^2 - \beta^2}}.\]

2.2 Copula functions

A useful tool for dependency modeling are the copula functions, i.e. the projection of the dependency among particular distribution functions into \([0,1]^n\).

\[C : [0,1]^n \to [0,1] \text{ on } R^n, n \in \{2,3,...\}.\]

Basic reference for the theory of copula functions can be found in [12], while [8; 13] target mainly on the application issues in finance. Alternatively, Lévy processes can be coupled on the basis of Lévy measures by Lévy copula functions. However, this approach is not necessary in our case.

Actually, any copula function can be regarded as a multidimensional distribution function with marginals in the form of standardized uniform distribution.
For simplicity, assume two potentially dependent random variables with marginal distribution functions $F_X$, $F_Y$ and joint distribution function $F_{X,Y}$. Then, following the Sklar’s theorem [14]:

$$F_{X,Y}(x, y) = C(F_X(x), F_Y(y)).$$  

(8)

If both $F_X$ and $F_Y$ are continuous, a copula function $C$ is unique. Sklar’s theorem implies also an inverse relation,

$$C(u, v) = F_{X,Y}(F_X^{-1}(u), F_Y^{-1}(v)).$$  

(9)

The formulation above should be understood such that the joint distribution function gives us two distinct information: (i) marginal distributions of random variables, (ii) dependency function of the distributions. Hence, while the former is given by $F_X(x)$ and $F_Y(y)$, copula function specifies the dependency. Only when we put both information together, we get sufficient knowledge about the pair of random variables $X, Y$.

Elliptical and Archimedean copula functions

With some simplicity we can distinguish the elliptical copula functions and Archimedean copula functions. The elliptical copula functions are based on some elliptical joint distribution, such as Gaussian copula function,

$$C_R^{Gau}(u, v) = \int_{-\infty}^{\Phi^{-1}(u)} \int_{-\infty}^{\Phi^{-1}(v)} \frac{1}{2\pi\sqrt{1-R^2}} e^{\frac{-2R^2(s^2+t^2)-2Rst}{2(1-R^2)}} ds dt,$$

(10)

where $R$ is the correlation coefficient, or Student copula function based on the Student t distribution,

$$C_{R,v}^{St}(u, v) = \int_{-\infty}^{\Phi^{-1}(u)} \int_{-\infty}^{\Phi^{-1}(v)} \frac{1}{2\pi\sqrt{1-R^2}} \left[1 + \frac{s^2 + t^2 - 2Rst}{\nu(1-R^2)}\right]^{\frac{\nu+2}{2}} ds dt,$$

(11)

where again $R$ is the correlation coefficient and $\nu$ stands for degrees of freedom of the Student t distribution.

On the other hand, Archimedean copula functions are defined on the basis of function $\phi$ called generator. Generator is continuous, decreasing and convex function such that $\phi(1) = 0$ and for a strict generator also stands that $\phi(0) = +\infty$. Archimedean copula functions can be defined then as follows,

$$C_{\phi, \phi^{-1}}^{Arch}(u, v) = \phi^{-1}(\phi(u) + \phi(v)),$$

(12)

where $\phi^{-1}$ is the pseudo-inverse function such that $\phi^{-1}(\phi(v)) = v$ for every $v \in (0,1)$. The most known Archimedean copula functions are: Gumbel copula function [7],

$$C^{G}_{a}(u, v) = \exp\left[-\left(\ln u\right)^a + \left(\ln v\right)^a\right]^{\frac{1}{a}},$$

(13)

Clayton copula function [4],

$$C^{C}_{a}(u, v) = \max\left[u^{-a} + v^{-a} - 1\right]^\frac{1}{-a},$$

(14)

and Frank copula function [6],

$$C^{F}_{a}(u, v) = -\frac{1}{a} \ln\left[1 + \frac{(e^{-au} - 1)(e^{-av} - 1)}{e^{-au} - 1}\right].$$

(15)

Parameters estimation

There exist three main approaches to parameter estimation for copula function based dependency modeling: exact maximum likelihood method (EMLM), inference function for margins (IFM), and canonical maximum likelihood (CML). While for the former all parameters are estimated within one step, which might be very time consuming (mainly for high dimensional problems or complicated marginal distributions), the latter two methods
are based on the estimation of the parameters for the marginal distribution and parameters for the copula function separately. While assuming IFM, marginal distributions are estimated in the first step and the copula function in the second one, for CML instead of parametric margins empirical distributions are used.

2.3 Backtesting

Within the backtesting procedure, the ability of a given model to estimate the future losses is tested. Loosely speaking, backtesting is based on the estimation of the risk (mostly measured as VaR) at time $t$ for time $t + \Delta t$, where $\Delta t$ is usually (in line with the standards for bank supervision defined within Basel II) set to one business day, and compared with the true loss observed at time $t + \Delta t$. This procedure is applied for moving time window over the whole utilized data set.

Within the backtesting procedure on a given time series two situations can arise – the loss is higher or lower than its estimation (from the stochastic point of view, the equality shouldn’t arise). While the former case is denoted by 1 as an exception, the latter one is denoted by zero. In this way, we get the sequence of logical values corresponding to the fact whether the exception occurred or not. On this sequence, it can be tested whether the number of ones (exceptions) corresponds with the assumption, i.e. $\alpha \cdot n$ (where $n$ is the length of the sequence), whether the estimation is valid either unconditionally or conditionally, whether bunching is present, etc.

The quantity of exceptions can be tested by Kupiec’s test [11] which is derived from a relative amount of exceptions. Thus it tests whether the number of exceptions is from the statistical point of view different from the assumption. A given likelihood ratio on the basis of $\chi^2$ probability distribution with one degree of freedom is formulated as follows:

$$LR = -2 \ln \left[ \frac{\pi_{ex}^{n_1} (1 - \pi_{ex})^{n_0}}{\pi_{obs}^{n_1} (1 - \pi_{obs})^{n_0}} \right]$$

where $\pi_{ex}$ is expected probability of exception occurring, $\pi_{obs}$ is observed probability of exception occurring, $\pi_{obs} = \frac{n_1}{n_0 + n_1}$, $n_0$ is the number of zeros and $n_1$ is the number of ones (the quantity of exceptions).

3 Results

The data set we consider in this study comprises of daily closing prices of four well established equity indices – Dow Jones Industrial Average (DJI) from the US market, FTSE 100 (FTSE) from London (UK), Nikkei 225 (N225) from Tokyo (Japan) and Swiss Market Index (SMI) from Switzerland – over preceding 20 years (January 1, 1991 to August 31, 2011). However, the indices are denominated in four distinct currencies, in particular the US dollar (USD), British pound (GBP), Japan yen (JPY) and Swiss franc (CHF). This fact extends our data set to 8 distinct time series. For all currencies we assume the foreign exchange rate to euro (EUR). Since the trading days at particular markets are not always harmonized, we have to interpolate the missing data. In this way we get eight time series of 5,376 log-returns.

Basic descriptive statistics of daily log-returns are apparent from Table 1. In particular for each index and FX rate the minimal and maximum return, its mean (expected value), median, standard deviation and two higher moments, the skewness and kurtosis, are recorded.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>DJI</th>
<th>FTSE</th>
<th>N225</th>
<th>SSMI</th>
<th>USD</th>
<th>GBP</th>
<th>JPY</th>
<th>CHF</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimum</td>
<td>-8.20%</td>
<td>-9.26%</td>
<td>-12.11%</td>
<td>-8.38%</td>
<td>-4.06%</td>
<td>-3.89%</td>
<td>-4.58%</td>
<td>-3.90%</td>
</tr>
<tr>
<td>maximum</td>
<td>10.51%</td>
<td>9.38%</td>
<td>10.09%</td>
<td>10.79%</td>
<td>4.82%</td>
<td>2.83%</td>
<td>5.93%</td>
<td>3.26%</td>
</tr>
<tr>
<td>mean</td>
<td>0.03%</td>
<td>0.02%</td>
<td>-0.02%</td>
<td>0.03%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>median</td>
<td>0.05%</td>
<td>0.04%</td>
<td>0.00%</td>
<td>0.07%</td>
<td>-0.01%</td>
<td>0.00%</td>
<td>-0.03%</td>
<td>0.00%</td>
</tr>
<tr>
<td>standard deviation</td>
<td>1.10%</td>
<td>1.13%</td>
<td>1.47%</td>
<td>1.17%</td>
<td>0.65%</td>
<td>0.48%</td>
<td>0.76%</td>
<td>0.36%</td>
</tr>
<tr>
<td>skewness</td>
<td>-0.105</td>
<td>-0.111</td>
<td>-0.323</td>
<td>-0.128</td>
<td>0.142</td>
<td>-0.421</td>
<td>0.415</td>
<td>-0.098</td>
</tr>
</tbody>
</table>

Table 1 Basic descriptive statistics of daily log-returns of utilized dataset
From these assets we construct two types of simple portfolios: (i) we assume the equity index and the corresponding FX rate, thus the investment into the index from euro investor point of view, and (ii) the portfolios of USD/EUR currency pair and one from the other three currency pairs. The difference in these two types of portfolios is in the sign of the correlation coefficient. While the indices and corresponding currencies are correlated negatively, the correlations between the FX rates are positive.

For modeling purpose we assume two types of marginal distributions: (i) normal distribution for its simplicity and (ii) normal inverse Gaussian distribution for its ability to model the higher moments. According to backtesting procedure for each of 3,376 days (first 2,000 days was left for initial parameters estimation) we estimate the parameters of the models (both marginal distributions and copula functions), simulate 50,000 random returns for each asset and then estimate the portfolio VaR for chosen day. By comparison of estimated VaR with true losses we get the sequence of logical values indicating, whether the exception occurred.

The sums of exceptions for models with normal distribution and Gaussian/Student/Clayton/Gumbel/Frank copula function are summarized in Table 2. The numbers which can be statistically accepted on 10% probability level are denoted in bold. In italics we denoted the numbers of exceptions which are closest to the assumption, we call this cases as the winning. We can see, that the normal distribution is truly not the good model for marginal distributions. For $\alpha = 15\%$ the number of observed exceptions is low – the model overestimate the risk. For $\alpha = 1\%$ and $\alpha = 0.5\%$ the number of exceptions is too high to be statistically accepted. These probability levels are assumed in financial sector for risk estimation, thus normal distribution even coupled together with any copula can not be utilized for risk estimation in financial sector. On the other hand for probability level $\alpha = 5\%$ the normal distribution works good, while almost for all chosen portfolios the number of exceptions can be statistically accepted on 10% probability level. The best results are obtained when Gaussian or Frank copula function is utilized. As normal distribution and Gaussian copula function is nothing more than joint normal distribution, we can conclude, that for estimation of VaR (only) at 5% probability level the joint normal distribution is sufficient.

In Table 3 the quantity of exceptions for NIG model and various copula functions are summarized. Again we denoted the statistically acceptable numbers of exceptions in italics and on 10% significance level statistically significant numbers of exceptions are denoted in bold.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>$\alpha = 0.005$</th>
<th>$\alpha = 0.01$</th>
<th>$\alpha = 0.05$</th>
<th>$\alpha = 0.15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assumption</td>
<td>16.88</td>
<td>33.76</td>
<td>168.8</td>
<td>506.4</td>
</tr>
<tr>
<td>FTSE &amp; GBP</td>
<td>57/56/50/52/54</td>
<td>80/78/74/75/79</td>
<td>190/191/181/186/190</td>
<td>456/464/449/448/453</td>
</tr>
<tr>
<td>SSMI &amp; CHF</td>
<td>56/55/46/45/50</td>
<td>82/81/71/71/79</td>
<td>186/184/158/161/185</td>
<td>450/449/403/403/455</td>
</tr>
</tbody>
</table>

| Sum of significant cases | 0/1/1/0/0 | 0/1/2/1/0 | 7/5/6/6/7 | 0/2/0/0/0 |
| Sum of winning cases    | 0/2/4/1/0 | 0/1/6/1/0 | 2/1/2/1/2 | 0/3/2/1/2 |

Table 2 The numbers of exceptions for normal distribution and Gaussian/Student/Clayton/Gumbel/Frank copula functions. The closest numbers to the assumption is denoted in italics and on 10% significance level statistically significant numbers of exceptions are denoted in bold.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>$\alpha = 0.005$</th>
<th>$\alpha = 0.01$</th>
<th>$\alpha = 0.05$</th>
<th>$\alpha = 0.15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assumption</td>
<td>16.88</td>
<td>33.76</td>
<td>168.8</td>
<td>506.4</td>
</tr>
<tr>
<td>FTSE &amp; GBP</td>
<td>57/56/50/52/54</td>
<td>80/78/74/75/79</td>
<td>190/191/181/186/190</td>
<td>456/464/449/448/453</td>
</tr>
<tr>
<td>SSMI &amp; CHF</td>
<td>56/55/46/45/50</td>
<td>82/81/71/71/79</td>
<td>186/184/158/161/185</td>
<td>450/449/403/403/455</td>
</tr>
</tbody>
</table>

From the results presented in Table 3 we can conclude that the most appropriate copula for VaR estimation is the Clayton copula function. Except the VaR at probability level $\alpha = 15\%$ the Clayton copula is the best from all chosen copulas in terms of the statistically accepted numbers of exceptions and the winning cases (i.e. the closest numbers of observed exceptions to the assumed numbers). Also Student copula function shows good results.
4 Conclusion

Unexpectedly high decreases in the prices of financial assets are very challenging task for any risk model. In this paper we compared the risk models composed of NIG model (or Gaussian normal distribution) and various copula functions on the basis of the quantity of exceptions observed. From the provided results it is apparent that the most accurate risk estimations in terms of VaR at probability levels 0.5% and 1% are provided by NIG model and Clayton copula function. Also Student copula function provides good results. We also concluded, that for the estimation of VaR at 5% probability level the joint Gaussian normal distribution is sufficient.
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